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Distribution testing

- uniformity testing



distribution testing
-

An (E ,
5) -tester for property P

we have an unknown distribution o

We him to design an algorithm A
--

that distinguishes the following w
. p . 21-8 :

-

if d t P
,
A outputs accept

- if d is a- far from P
,
A outputs reject



what is a property ?

P = a
set of distributions

P = /Un3 -> a uniform dist . on [n]

P
= &a set of unimodal distributions /

& is far iff dist(d , PC yE

dist (d ,
P) = min dist (d

,
d'(

d'EP

Example distances :

l -
distance :

11d-d'll
=& Ida-dils



la-distance : 11d-d'lln-d

Total variation distance : 11 d-d'll
+v = max (dce-acti
EM

(statistical distance)
↳
every event

Turns out 11d-d'll+-Id-d'll ,
~

n
today's question : uniformity testing

Design algorithm A that receives n
,

2
, 5

,
and

samples from d and outputs

- accept w.p . 21-8 if d = Un

~ reject wp . 2 1-S if Id-UnI> E



Q : which one look like a real dice ?

2314 61

464345

Q2 what did give it away ?

An repetitions ! ~ samples from a uniform distribution

looks "less" repeated .

Let's formalize this intuitionn.

collisions : two samples that are equal to

each other

# collisions in the sample set ,
tells

as if a distribution is uniform or not.



Algorithm :

Drawm samples from d : X, . . ... Xm

- icjz(m) : Gj = ))
O

if XivXj
W .

↑
if Y -t

output accept

else

output reject

Our goal here : what should m & t be?



Visual description

-
↓ A >

Y

[/Y /d = Un] t
& /Y /dis-fam

accept

R
reject

#
poltical

==

#(4) =tn di - all



Case 1 : d is uniform

if d = Un : Idl= danet o
n R

Case 2 : d is z-far from uniform

if Ild- Un 11
, > 2 :

2

11dIl= da=
=+ (da-te(da

~t)
=



-
Our conjecture is correct y "tends to

be larger when d is -far from

uniform.

How far ?

we know 1/d-Vall . > E
=>

Canchy-schwarz : (20 :%. (93: = Kaiy ,
(2)

15 (da- ) · (11) c (a)
=

11d-Valle= (data
·HWall



E/Y/doUn] ECY/d is a far]

2"
R

#Step : Concentration

Let set t to be in the middle : to

If we show the following , we get on

IE , 5) -
tester

So0.

& Pr [2 /dev]
G 01

&Pr14 d isfor from Un]



Y Si not a great candidate

for Chernoff
.
bound

(why ? (

Our plan : Using Chebyshev's

Lets compute the variance of Y

Lemma & Var (4)
=g) ()Idll2 + 6 (s)ld)

proof is deferred for now.



Case 1 : d = Un

Pr/14 -E(Y)/,
=>

Tey . ((2)Idll2 + 6()lds) · I

= (m . t+
=04

+ ) - 0.
1

↑
if m = c.(+/

for sufficiently large a



Case 2 : Ild-Will , > a

The bound on the variance can be large.

(2) Idll2 +
6 (s) Ildll's

could be problematic if we require /-ESYT) eth

↳ adjust the length accordingly



Pr(Y-E(4) <EM)] 24ozT
- Imp./d) Is a

·oTaj

to
m

=
c.

24
-

using IIdll, IIdll?
& 11 P12

, t
I

ep-norm inequality Ildll3IIdlI2



Lemma * Var (4)
=ga)(2)Idll2 + 6 (s)lldis)

-

proof :

var (4) = var(2))

- Te
Van (4)

Te ([/(55) -1
- en "sen]

- Ildll24



E(dij2] =
11 dlle & Kijlikl =zist , jok

#[dij der] =
Idl & (4i ,j , 1 , k)/ = 3

↳ Pr(three samples are equal]

#[Sij Gru] = Eldij] · Elden]eKi , j , d, 43104

-
II dlle

(2)·(- 1)

-

=> var (4)
= t ((2) ·

Md6(

- (2) (M-2) Id = (vi)

-

> T ((2)Ndln()Nd]
↑

Exercise : verify that

(2) + 6() + (m)(w - ) = ym)



We need independence

Poissonization method

Binomial In
,pl Poisson (MP)

Pr(X- = (c

small k --(n-Kel (1-4

lange n the


