
Lecture 3 Jan 23 , 2025

->
Concentration of random variables

(Markov , chebyshev , cherrroff, Hoeffding)

- Running example : estimating coin bins .



Hypothesis testing (property testing of distributions
We used randomness to model the world.

data points are random samples from

an unknown data distribution
-
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disp



Estimating coin bias

p := Pr/head]

Testing a coin is fair :

-

if p = t , output accept v. prob . 1-8.

- if Ip-11 < & , output reject v. prob 1-8 .

Algorithm

Flip a coin me ? times

X #heads

if -Ele ?

return accept

else

return reject



Question : How well A approximate p?

what should be m ?

boils down -> How well A concentrate
m

Y
around p.



concentration of random variables.

Questions :

S
Estimating average height of students

exit polls

n samples :

X,, X2, ..., In a P

*
n
:=1 X : -> P := E(X)
N X - P

Etal: measure how much In deviates from I

Lar of Large numbers

(weak) o E lim Pr/IXn-4( < 2) = 1
n-

(strong) Pr/lim In= ]



vary,p[X]Central Limit Theorem :
&

(Yn - 4) -> N(0 ,
8)

2A(0, 1)

Pr/I-41 sujy Pr(121 > u]
=24( - u)

where I is the cof of the standard normal dist.
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Look up table

a = 1
.
96 -> 201-u) = 95 %

Hence : with prob . 0. 95

↑ E [In =
1

.

96 stri , In + 1 .06/]



Quality of Approximation varies depending on P.

These are asymptotic results. Very general , but

-work in the limit,

- Do not indicate the relationship among th parameters,

n
,
d
, E

,
S ?

dimension b
- confidence (in our example s (

was 1-0
.
95 =

0 . 05
error

what about finite sample setting ?



#filltookto show
concentration (fail bonda

for non-negative random variable X
,
and asO :

<as I E
proof.

Pof
L

E[X] = 1. a prix as da

="a Pr(X =) da + [P(X =n]d

2 O + ja Pr(X = ]dn

2a .

Pr(X = a)

=> Pr(Xa]E



->
back to coin example

works well for small p

if
p =

0
.

01

Pr(A > 0 . 11 21

not very meaningful when p=



Chebysher's inequality

For a random variable with finite mean

and variance, and KI0 :

I pr((X - E(X))2 k8]1 E
6 standard deviation ofx

proof :

Pr[(X-E(X]1 = ks]

= Pr((X-E(X])" < 1
* ]

EX=
Markov



back to coin example
->

E(X] = P

Var(X] =

P

Pr//-P1s2]V]

m=

right dependencies to a

but not S



chernoff bound :

m Bernoulli random variable : X, X ,
... Xm

Xi - Ber(pil Xi= with prob pi

0 -1-pi

empirical mean X := Xi

and true mean 4=+ Pi
m is

⑫



general structure of the proof :

I can be applied to any
random vourable)

For all 20 ,
t > o :

Pr(X >2] =
Pr(etX , e

+

]

==e
*

Mxl
& ↓

Markov
moment generating func

since the bound holds for any
to we can

conclude :

Pr/X = &] = inf e-uta



->
back to coin example

Pr((x-p1z &] < 2 exp(mpa

&dog
works when p = %.

for when p is a constant)



Hoeffding bound :

-
zm

?

Pr[X - 9 (2)ee -zme
Pr(k - X = n) =e

-> back to coin example

m = A)
Pr(IX-4132]eS


