
Lecture 15

Uniform convergence

overfitting
PAC learnability of finite classes

.

~o free lunch theorem

->
some proof witness



Last Lecture :

Recall :

↑ Uniform convergence. (UC)

Class C has the uniform convergence

property if + 2, 6 E CO
, 1) ,

dist D

=> m (as a function of 8 , 6
,
i

,
but not

i since we don't know D) .

s
.

t - for

a training set of size m :

Pr ↑ EC .fr+( -err(/l
T-D I

ormconvergence implies agnostic PACI learnability via EMR .



· ERM could go very wrong if wa

overfit . training set
-

↓

④ (x = & y ; x= x ; G T

O a = : E T

O empirical error E error 7 on any dist

with a continuous domain

ERM has really bad errored



Al

ERM worksfiniteclass citwe have enough samples.

- Problem Setup :

samples (n, y ,
)

, .... (am , Ym) > D

ceC : err (c) := Pr [c(n+ 3)
(a+ ])/ D

Realizable case

Assume = c EC st
.
errc = O

-Goal

find = GC s
.

t
. with probability

1-8
,
err/) E

-Proof

Bad hypotheses(B:= (CECIerr (c) > 2)



training set

-

er(:(,)ET/c(a) + 33)
T

ITI

Misleading training samples

M == ( T /7 c EC p it
. et(310)

Upon observing T,
we may pick c that

is a bad chaice
,
but it "looked"

good from ERM perspective ,
since

err- ) =
0.

Our goal is to show observing a

dataset TEM happens only with

probability 6 .

This is sufficient to provs A.



fix c ECB
.

what is the probability of
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· err
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Now
,

we are ready to bound

Pr
T -
D2(TEM]

= Pr
m
[Jc -CB st . rr, -0]

TCD

=
E Pr [err+ ) = 0]
CeCB ToDu

4/CB1 . e
-
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-
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set m = (I
=> Pr) outputting a misleading c]

< S
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-Theagnostic case :

what if there is no perfect e EC ?

* CGL car (c) > O

Goal

Find EC sit

err() min err(c +
E

cEC

-
=
OPT

the best possible option



ormconvergence implies agnostic PACI learnability via EMR .

Uc => CGCB ers() < OPT + El
N

UC => <
*

= the best option) errc") < OPT E

-BadOPT OPT+ E error
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Exercise !

Suppose we have a finite class C
,

m-oand log(C)/s) ·
then r - p .

at least

E
1-S

,
for all cE C ,

we have :

levrg() = errcal <82



No free lunch theorem says if

there is no universal learner :

for a complex C even when

Sapp is O
,

Eest >S constant

with some constant probability

[unless we have 2 (IN)) samples]
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suppose we have
a set ofen points

2m

There are 2 possible labelings
of these 2m points.

Suppose C is the class of 2 func.

that assigns these labelings to these

points.



Assume this is the
true labeling.

Fix a labeling of the points -

Now assume D is the uniform

distribution on the em points with

their label .

T
↳

Draw m samples from D

JWLOG assume they are unique)

How many
function in C label

m

T correctly ? 2

P : (EC) errfel . O
↳ promising hypothese . IPL = 2

M/2

How many of them has error

< E ?



c is misleading if err(c) > E[
and err

+
(c) =

0

e:Gaeffers a & errt(c) 06

IM = 1 .

I

m

I 2 Pr[ cc M] a makes
-

c-P
a random concept E > M .

E

in P mistakes
M in expectation

=
2 Pr/stakea s

= 2 "(1-Pr/takes < # (I

"-e ( - 2m(t
-2)Y)
(

j
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Hoeffding bounc 22
·
0

.

99

-
Et m < 40



=> 6.
99 % of the promising concept

are bad !


