
Lecture 14 :

PAC learnability
Uniform convergence



Recall :

blyApproximately Correct (PAC)

x instance space set of all instances

linput space/domain)

c : X-> /+, -1) concept a function to label elements

C concept class a collection of labeling functions

- target concept c
* EC and label all instances

correctly

D target distribution distribution over instances

sample/training dataset < n
,
<(d) >

<42
,

c (x2))I :

Lan ,
(P(dn))



Recall

PAL learning (Probably ApproximatelyCorrect)

-

suppose that we have a concept class (

over X. We say that C is PAC learnable

if there exists an algorithm A s
.
t :

↓ <GC
,

Y D over X
,

+ &
, S E10 ,

0.5]

A receives 3 , 8 ,
and samples <a, Cla, 17

.... <Un , CCRn)) where di's are ind

samples from D
. proper

LE 2 ]
N

Then
,

w . p . I1-S .
A outputs C s .

t
.

err (3) 12.

The probability is taken over the randomness

in the samples and any
internal coin

Flips of A .



other notation

true error :

err (c) = Pr [ (a) + y]
(a ,))- D

training error :

# samples in T

sit

ceri
1,iein (c) =-

fraction of samples in the training
set that a is mis-labeled-



Example - Boolean Conjunctions :

X
= (0 , 1) literals ( di

Conjunction= literal

I literal ↑ conjunction
↳ logical and

concept : a conjunction
example : h <x) = 1

, Naz h((( ,
0, 1)) = 1

d
↳ ((0 ,

0 , 1)) = 0
asIn , , . . . ,

Un (

# : the set of all conjunction function

Goal : PAC learning of If

suppose we have samples of the

formJa,
him)) from

a distribution D

↳ realizable



Algorithm :

-

- start withbe = <
,
Sit

, RR2 Str ... Ruth

Try m =? examples

- ignore negative example.

-

for positive example ,
remove

inconsistent terms
~

- Output h

Deleting an inconsistent literal

&k - 221x , rat
--

sample : < )k,
1 , 01 ,

7 > -> M2 is inconsistent

↓

we delete an from h

↓

new h = 2, 1 t4



our goal is to analyze the performance

of the algorithm.

First
,

we start by the error of the

output hypothesis h.

Initially, I contains all literals
. We only remove

inconsistent literals. So
,

we never removes literals

in h
* from h

.

That is
,
h contains all

the literals in 48.
.
This fact implies

if ki = 0
, Pla)must bezero to re

corrects=> Hence

if 2) -O

D



Now consider the rest of the domain

elements a such that him
if I makes a mistake (i .

e. [(M)-0)
,

there must be a literal in h
,
I that

is inconsistent :

true error ofh- err(hl

=
Pr)k(x) + 4 * (a)]
n - D

= Po = a literal zCh such that z
a - D [ a

/2
= 0 but h* x) + I

= <Pr [a ,2-0 but hm()]
N

↑

- 2 th n -D

by the union
w⑬

bound
call this p(z)

= E p(2) *

zeh



We call a literal bad iff p12)

is at most ·
2n

bad 2 u p(z) >
zn

Using & It is easy to see if

no bad literal survives inI then

err (h) E p(z) 1 2 n . = IE-

2Gh zu

=>
hence the error of " is good



Now ,
let's focus on the probability

of er (h)) E

Pr (outputting an inaccurate I
training &

T

set
= Pr[ errill > &]

& Prl] a bad literaly in ]

Pr
a back literal survives

k 2u L C 1) the m samples (not
I

been deleted C

E 2n . (1 - p(z)* It is not hard

to see that with

2n (1- probability PI)

2n e S we delete z

at every↑ round.



y

by setting m = In lag (2)

Hence our algorithm with prob .

1-S output I that has

low error. Cerr(k) <3)

-> we PAC-learned I i



ERM
-

In both example we picked concepts

R andI that were consistent with

the samples in the training set

What wo did is called :

ERM : Empirical Rise Minimization

I y
comes From samples error

ERM algorithm : it finds a concept
a

h such thatirlh)
=
0



↑ Uniform convergence. (UC)

Class C has the uniform convergence

property if + 2, 6 E CO
, 1) ,

dist D

=> m (as a function of 8 , 6 ,
i

,
but not

i since we don't know D) .

s
.

t - for

a training set of size m :

Pr ↑ EC .fr+( -err(/l
T-D I

ormconvergence implies agnostic PACI learnability via EMR .

Uc => CGCB ers() < OPT + El
N

UC => <
*

= the best option) errc") < OPT E

-BadOPT OPT+ E error

#mIIIIIIIIIIIA
O

i
7

OPT + E

E



There are two types of error

in the agnostic setting :

err() min err(c +
E

cEC -

- Eest= estimation
error

E
app
· approximation error

1

↓

depends only to the choice

of the class C

-

Is C rich enough to capture how

data is labeled?

②

largen E app Eest

more complex N

↑ ↓


