
Lecture 12

Linear
regression



suppose we have an unknown vector B ERd.
-

We observe lineon observation of BP of

the form : unknown
-

*

Yi = < Ki , B> + Ei int....,

↓ ↓ ↓
known known in Ra noise

Assume Ei's are zero-mean and in SubG(6"
nxch
R

↑

Y
= x p

*
+ E

(i) = 1 /) : (i
Fix design) we assume X is fixed.

[Another interesting regime is when Mis are random .]



Goal

find is such that is close to B

what does close mean ?

->
small distance toBand B

*

say 17-B12 is small

=

small "de-noising objective"
*

Yox is similar to Y=X/
*

↓ (ai :B - <Mix 1&

= +llx - x B
* 12



clearly , we do not have p ! Thus , it is

difficult to measure the quality of

B. What we usually do is to pick

a

K

proxy
/I

quantity for these measures

M

and find B that minimize them
.

While a great deal of effort is

dedicated to finding solutions. It is

always important to look back and see

the solution we have found via optimizing
The proxy is indeed a good solution

for the original objective as well -



Solution

BE argmin 1XB-412 Al

B

=

argmin to E (2Ki ->=

the gradient of 11XB-Y V2 = 0

1XB-Yl2 = (pX - y 5) . (X p- Y)

- p x Xp - 2 B T yTY
+
Y+Y

=>> x XB = x
+

Y

=] p =
(Xx)

+
x
+

&
-

pseudoinverse

(not the focus of this lecture]



Given Sub-Gaussianity assumption on E
,

what can we say about the error

of is i

Can we exploit any structure in X ?

such as low rank X ? or sparsity ofp :
*

Since B is an arymin in we have :

11xs -

xI2 = 1IX p
*
-Y 12 = 12/2 &

on the other hand:

1x -Y /2 = IX-Xp-2112

= IXB-X/ "12 - 2 < 2. X-Xp * + IE1127

②

D, D = X - N *I- < 2.x -XB
(basic inequality (



A

=> DY-ApP1 = 2 < 1 ,A
12 >sup 12
,ABBAB

↳ does not on is any more.

Let U = (n...... Ur] be a matrix with orthonormal

columns. a basis for column space of X

(whereis the rank of X X)

-XRD is a rector in column space of X

Hence ,
it can be written in the basisais

7 a : -XB



1B-XB1212 sup 28 , Ua >

Hall /

E
2 sup < UTs , a >
Hall

=
2 DUTell

=> - 1- XB
*

U2 I 4lUTel
n

VER N

Ivi -= (e)
Let ve UTE

. = Vi = < Hi .E7

H

=> Vi
jo

= Evj .

E
=> vi E SubG(Enigo)SubG



Ea [h1Xi -Al12 E
, [lutally

= RES v, 27 Y A[

(k) - (t
↓

depends onr not o

- -min(n , dS



sparsity
--

Consider the case where all but

K coordinate of BP is zero.

"(K)
:= [MeR". Dall . EKSBo

↳ unit ball

we also pick is From Back)

= argmina
1 XB-



Nor we focus on bounding

11 < -NB
*

1*

Earlier
,
we have shown

IXi - &B* 12 1 < < c , AXB,
12 Sup

dck)
> a

, -Ien
BG B.

d
Now B-B

*
is a vector in R

with at most 2K non-zero entries.

Let S denote the set of indices

that an not 2200
·

We know 151 12K



we can continue our bound by :

2 sug

B E R K
< 3 , #3- B

C ma X Sup 3 E , asSC /d] a

Is/22K -
S

&

where ai is zest

for all iqS

Note that X as lies in the column

space of * restricted to columns
S

that are in 6 .

:2 7 FG it
for example

S= 41 , 2 , 3)



Let Us = /U...... Ur] be a matrix where

its columns form an orthonormal basis for

the column space of Ns
.

here ve2k

with a very similar argument as before

T

1x -Xp
*
12 1 2 max I Us Ele

52(d]

Is) Eek

=> Es St DXB-M3" 12) 1 2 Es [max /UJElli
Se /d]

15/21K

< 8) blog)
next lecture &


