
Lecture 2 Aug 30, 2023

-

concentration of random variables.

Questions:Estimating average heightof students

I exit polls
n samples:

X,X2,
...,

Xn 5
P

In =I I X: -> I ==E [X)
n

i= I X - P

- measure how much In deviates from 4Goal:

Law ofLarge numbers

(weak) IE lim Pr[IXn-4 (< 2) =1
n-x

(strong) Pr(Cin = 4] =
1



Central Limit Theorem: Vary
[x]

(Xn-4) -> N 10,87

2-a(u,1)

Pr[r-91, u)- PrS121> n)
=20( - u)

where I is the calfof the standard normal dist.

-(-u) ↑note1991 "/--
-U 0 domain.

Look up table

a =1.96 -> 20( - 1) =95%

Hence:with prob. 0.95

4 t (Xn- 1.960/5, n+1.98)



I show plots ]

-Quality of Approximation varies depending on P.

These are asymptotic results. Very general, but

-work in the limit,

*
Do notindicate the relationship among the parameters,

n, d, E, 5?

dimension
by confidence in our example s C↓ C

was 1-0.95
=

0.05
error

what aboutfinite sample setting?



Usefull tools to show concentration (tail bounds)
-

Markov's inequality:

for non-negative random variable X, and asO:

pr(X =a) 1[
a

proof.
pdf
L

*(X)=1." aPriXonS da

- ja a PrIX=n) da+(Pr(X-n] da
X

I O -(Pr(X= x]dn
d

2aPr(X =a)

-- Pr(Xca) =D



chebysher's inequality

For a random variable with finite mean

and variance,and Ks0:

Pr(IX-E(X)1 =ks] 1 I
2
k

6 standard deviation ofX
proof:

Pr[/X-G(X)/=Ks ]

=
Pr((X-E(XI)"<2]

2

! D
-=5x33 =

ang=
I

2 2

↓ k

Markov



Chernoff bound:

general structure ofthe proof:

For all 2<0, t 0:

Pr) X < 2] =
PrCet, et*]

It =

e

-

t2Mx (t)
L d

Markov
moment generating func

Since the bound holds for any
t,we can

conclude:
-
S

e
Pr(x=2) =i Mxct)

D



Example 1:Standard normal

2 - N)1,0)

M2(t) =

e[et2)
=exp(t))

Pr[2 > 2 ) =e-
t

My(t)

-at
-
t2

exp(s -=
2 NE

I

=exp (t -

+2)
t==E,2

=exp(-2)

=>Pr[12 - 6(2)) > 2]

<zexpl-E C



Sub-Gaussian

the momentgenerating function determins

concen teration.

What ifX behave like a normal?

Definition Amean-zero random var. is

sub-Gaussian with variance proxy s~if

St,z
Mx(t) =

e +tGiR



[Hoeffding lemma]

X
- zero mean random variable in (a,b]

tb -al/g
Mx(t). - E set) = e

=>> Hence Xis sub-cassian where

=
e-

Suppose X, and X2 are two independent

sub-Gaussian random variables with

variance proxies S,2 and 2. Then

X, +X2 is sub-Gaussian with
->

variance proxy s,"ts,"



n independentrandom variables:

X i with mean 4;in [a+4i,b+ti]

Pr [ ?? (Xi-4: I-
2 ma
->-

=e. (b- a)



chernoff bound for Bernoullivariables:

suppose we have a coin with bias 4.

we flip this coin a times.

Let Y be the *heads we observed.

Then, we have:

- uq213

Pr( - <e.9)e

pr(y = = e9)=e9Y

Hoeffding bound:

-

2n
Pr(1 - 4 < 2) e e 2

E -
en E

Pr(y - 2 ) e e


