
Lecture 10

-Growth function

-

saner-Shelah-Perles Lemma

-finite UC dim =) Uniform Convergence



Recall :

+ Uniform convergence .

(UC)

Class C has the uniform convergence

property if + 2, 5 = (0, 1) ,
dist D

5 m (as a function of C , S ,
it

,
but not

D since we don't know D) ·

S
.

t - for

a training set of size i !

Pr + EC :fer, (c) - err()/z -S

T- De [ I

+
VC Dimension

The UC dimension of a concept class

C
,

denoted by VCdim(C)
,

is the

maximal size of a set that

can be shattered by C .



- Restriction of C to S

Let S be a set of m points in

domain X
.

S = Ga , , ..., km}

The restriction of C to S is the set

of functions from S to 90 , 19 that

can be derived from C .

Cs : ((ccn , ) , (a) . ... ((n))(E)}

where we represent each function from

151
S to 90 , 19 as a vector in 10 . 1)

m

or 10 , 11



Over view of today's lecture :

ERM - Uniform ConvergenceO
①

C
② ↳

-

bounded Today's lecture⑳M

& VC x samples ->
ERM does nit work

ERM Work -> UC L m

with m samples

--



growth function

C . (c, c23

E C (11 +

1 + , + ) 3
act⑪, t.i

C2 1 -

,
- x + + )

if 151 = m

=> 12
,

1 =

2

Set S of size mo4

UC Aim (C) = 1

C cannot shatter any two points

↑



if 151 = m

=> 12
,

1 =

2

mcX ICs1 = [
,
(m)

SX
151 =

m

⑪ Saver's Lemma :

If VCdim(C) = d :

d

ec (m) Im

& IS 1 =
m

· EC
: /errs -errcc/

m = t = uniform convergence



↑ Growth function

Let C be a concept
class

.

Then
,
the

growth function of C
,
denoted ZiNew.

is defined as :

I
=
(m) = max iCs 1

ScX : 151 = m

Ze (m) ~ number of functions from is
-

to 90 , 15 that can be obtained

by c GC .

-

with no assumption ,
we know ICsI
151 m

is bounded by 2 =
2



Sauer's Lemma

-

Let C be a concept class with

vedim (2) I d <x .
Then for

all me IN
,

we have :

1
-
2 (m)=(i)

2 .
If m > d+ )

=> e,(m)1(

*

polynomial
ind

·-> exponential
in

d

A -m
d



Here we focus on the proof of

part I

Part 2 .
can be proven via part /

and induction on d.

Proof
.
It suffices to show

i
.
e . IC+re
I

Dy S ICs 1 e ! [Tcs/ C shatters 55/
I is always shattered

By definition of UC dim . C does not

shatter any set of size > d .

d

A sats has I() subsets
i = 0

of size < ch

Hence
, * = 2

,
(m) E(i)



Nor
, we focus on proving & by an

inductive argument on the size of S : 1S) = m
.

Base case :

m= 1

S has one element > S has two subsets : ↑, S

two possible restriction :
101

,
(I)

if ICg1 =

2 => both sand &

are shattered

A : 2 = 2 I

if ICs 101 => 0 is shattered

S is not shattered

A : 1 =
1 -



inductive step

Assume & holds for any set of size

we want to prove & for m
.

Consider S-R , An , ...,
"m

Let s'denote (12: 3 , ..., 3 :

Y
== G (y_ : --- Yah

10
, 32 , . . ., m)EC,

111 ,2. -..,Yn1E2s}

Yo = [Cyz . ---Ya))

Jo
, Yes .... Jul A(1 , 3 , ...,

3n1Gs]

Observe ICs1= 14
.
1+1Y

,
1



Now
,

we want to relate M . 1 and 14. 1

to the subsets that C can shatter

by induction assumption :

141= 1Cs'1 = /ST s'1 < shatters +i)

= I/Ts/a ,T and C shatters T]/

-

f (ec - -> Ym) t Y .

I a pair of concepts c
,, C2 S .

t

C
,

(2
,
201

,
C

, (R21-] < ...,
C , (alrym

Ca(n ,
-0

, C2(R21-32 : ..., [2(Umbr]n
-

differ only in R
,



Let C' be the set of all of

these pairs .

14
.
1 = 1C1= KTEs'/ a'shatters T}

C' can also shatters + v(n . 3

- IIT = S / a .
eT and C'shatters +]

El[T < S/ n
,
ET and C shatters 5)

iCs1 = 1.

= 19T51a ,
ET and < shattenTS

↑1TcS/x
,
T and C shatters TS

= IS T 1 S ! shatters TS/

⑬



fundamental Theorem of PAC learning .

Heredimuniform Convergence

Realizable case :

o(enc")+ enL"s)) samples
E

=> (2 , 5) - uniform convergence
of C

Agnostic case :

0) im)Ys I samples
2

E
-

=> (2 ,
51-uniform convergence of 2



I this lecture
,

we prove an easier version
.

We show : d == VCdim(C)

m = 0)
,

2
: log) samples

=> (E , 8) - Uniform convergence .

Lemma 1 : Let C be a concept class
-

with growth function 2
g
(m)

.

Then

for every data distribution D
,

parameter St (0 ,
1)

,
with probability

at least 1-5 over the choice of

-ze. Parents
**



For sufficiently large m -0(at(s)
+ Sauer's Lemma

2
=
(2m) =(

= right hand side of ADIE

=> (E , 5) Uniform convergence .



oof Lemma 1 :

SA + <zG
: /erric -

err
,
c) cent

We show

E [sup lear cu - eir(1] ms

SPEC
AAA

The above bound implies the lemma :

it E(X] = A
,
then by Markow's ineq .

Pr(x> =
A ) = = S

=
Hence

,
with prob . 1-8 X

& Is



Em [S
,

Ierrech-eng(s)

err(c) =

E /ers(11]

-

.
n (als on forg-- ein

, (4)]

Jensen's inequality convex I

AP G(X)) = GC fal]

I I,pr sup / ar , -errg()]
cEC

-

S.
* pr (c in camist git

-
it((xi)

+zi)))



in ene

2

b -

a
-+-

2 2

2

I Sa ! -n! -Eat a
I

we can switch ni e ;



I( (ni) #3:) -
Picnic + yil

R

S switch

I

11 (wil + 3 : ) -11(((xil + 3i)

= - ((((xi) +yi) -
1(xni + 2 !1)

+ S
=

(6 . . . ., G !G ) +-
-13

- E
ss'ser
(I

6: (P)cail + 3 :
) - 1xxy)1]

= E E
si sciym(s i 1.
6 : (D) cnit3 - (c) t!)D



Csus' :

E
(2

.,
2

. . . . , 2mc 2.. . . ., za)(

I7 c C C :Fie[m] ((ki) = 2:

and <ini)-2 !

=
& & ( Sup
S

,S'S ZECso I
6

: (P(2 : + 3:) - 1(a : + 2: ))]
Fix S

,

S
,
and I

Consider

A
I
(8: - 6

:
(1 12 :

+ y : ) - 112: + (i))
I
source of randomness



E[A (8
:
)]

=
0

2
6i-v( + 1, -13

A (ois c [-1 , 1]2

Hoeffding bound

Pr(/EA z (6
:1/2 e)

= 2 expl-2mp)

Union Bound over IC sus'l many

I's :

Dr [max 1 Az (6) 1 P]
· 2EGsus'

= 2 I Csos'l - exp(-2mp"



magic

-- E (max / As (61)]
6 2 EC sus

↳Ein most
aa

- E [sup 1 errcc-eirs(41]
S ctC

↳em2m
=> AAA is




